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Context

o Actively Learning — a learner attempts to learn some kind of
knowledge by posing questions to a teacher.

» Ontologies — we consider the case in which the knowledge is
expressed as an £L ontology.

o Membership queries — the learner can ask the teacher whether a
given axiom belongs to the target ontology.
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Vision & Context

Vision

We want to use large language models (LLMs) as teachers. LLMs have
been trained on large amounts of data from many domains, and we want to
exploit this underlying knowledge.

Challenges:

e input format
— we used Manchester OWL syntax.

e handling the response
— mitigation strategies and parsing.

e correctness and logical consistency of the answers
— logical closure.
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Experiments & Results

Experiments

We conducted experiments with:

e 5 &L ontologies — Animals, Cell, Football, Generation and University
(from the ExactlLearner work [Puarte <t 2l 20181y,

e 5[ LMs — GPT 3.5 Turbo, mistral 7b, mixtral 47b, llama 2 7b
and llama 2 13b.

» 3 different experiments:
e check that LLMs can answer axioms of the ontologies. B2y
e same check but on the entailed axioms
(logical closure is finite!).
e active learning with a trivial learning algorithm.
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Experiments & Results

Results

What did we find?

e LLMs can answer axioms of the ontologies and the entailed axioms,
but we measure some logical inconsistencies.

o LLMs can be used for active learning
— there is statistical evidence that the answers
of the LLMs (GPT 3.5 Turbo, Mistral and Mixtral)
correlate with the knowledge in the ontologies.
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Future work

We are currently working on an extension of the ExactLearner [Puarte et 2l 2018]
framework to use LLMs as teachers. Some spoilers:

e system prompts — provide contextual information to the LLM.

e input format — not only Manchester OWL syntax.

e size matters — we take into account more ontologies.
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